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Two new procedures, based on molecular mechanics and molecular dynamics computer simulations, are presented for estimating the PHSCT EOS and the LF EOS parameters of a set of four polymers of industrial relevance and to predict their PVT behavior. These new, original methods offer good results, are relatively inexpensive, are absolutely general, and can be applied in principle to any equation of state, provided the model parameters have a well-defined physical meaning.

Introduction

Macromolecular chains present a particularly demanding challenge to computer simulation. Unlike their shorter analogs, for which several properties are determined predominantly by short-range interactions and the important fluctuations occur over short times, a full description of amorphous polymers requires considerations of length scales ranging from the size of the monomeric units to the end-to-end distance of the chains. During the last decades, computer experiments based on molecular mechanics (MM) and molecular dynamics (MD) simulation techniques have opened avenues in the calculations and predictions of both equilibrium and nonequilibrium thermophysical properties of small molecules and long polymeric chains as well (Theodorou and Suter, 1985; Rigby and Roe, 1990; Boyd and Krishna Pant, 1991; Colburn, 1994; Vasudevan and McGrath, 1996; Gubbins and Quirke, 1996).

At the same time, however, notwithstanding the extraordinary evolution of computing power, it is not currently possible to perform reliable atomistic MD simulations of polymers containing more than $10^4$ atoms for times of the order of nanoseconds, even on powerful workstations. Nevertheless, by trying to make the structural polymer model as realistic as possible, computer simulations can indeed be used to predict molecular properties for which the experimental determination is too costly, time-consuming, or even impossible. A clear illustration of this assertion can be found in the determination of vapor–liquid equilibria for liquid mixtures. If we consider that the approximate number of important chemicals produced by the chemical industry all over the world is of the order of $10^5$, we can estimate that the entity of possible binary systems is of the order $5 \times 10^5$. Recently, the cost of producing one VLE data point for a binary mixture has been estimated to be about $2600$ and to take on average 2 days (Moser and Kistenmacher, 1987; Gubbins, 1994). Therefore, despite the limitations imposed by the computing resources currently available, simulations can still be considered cheaper and faster than real experiments, at least for simple molecules.

Further, from this type of virtual experiments it should be possible, in principle, to extract the characteristic parameters of some equation of state (EOS), thus avoiding tedious experimental efforts for determining pressure–volume–temperature (PVT) isotherms and vapor pressure as a function of temperature.

As an exploratory work to combine molecular-mechanics/molecular-dynamics techniques and the EOS theory, we first developed a strategy to calculate the perturbed hard-sphere chain (PHSCT) EOS parameters $A^*$, $V^*$, and $E^*$ and the lattice fluid (LF) EOS parameters $p^*$, $\rho^*$, and $T^*$, and then predicted and compared the PVT behavior of four synthetic polymers of industrial relevance with the available experimental results. In the case of the PHSCT EOS parameters, the proposed method basically consists in the rough estimation of the molecular surface areas and volumes, related to the corresponding EOS parameter $A^*$ and $V^*$, by a combination of molecular mechanics and graphical algorithms, whereas the third, energetic parameter $E^*$ can be ob-
tained from MD simulations of the appropriate monomers in the gas state. For the LF EOS, the procedure consists of determining PVT data sets via MD simulations at different decreasing temperatures. The two EOS parameters $\rho^*$ and $\rho^*$ can be directly obtained by data extrapolation to 0 K, whereas the third parameter $T^*$ can be evaluated by inserting $P^*$, $\rho^*$, and a set of simulated PVT data into the EOS expression.

Even though specific equations of state have been considered in this work, the proposed procedures hold an absolutely general character and can be applied to any equation of state, provided the pure-component parameters have a sound and well-defined physical meaning. In our opinion, this method could be of great help in integrating molecular dynamics techniques and process simulators, particularly in those cases where EOS parameters must be obtained for molecules with scarce if not absent experimental data sets available.

Simulation Details

All simulations were performed on a Silicon Graphics Origin 200 (microprocessor MIPS RISC 10000, 64-bit CPU, 128 MB RAM). The commercial software Cerius$^2$ (Version 3.5) from Molecular Simulation Inc. was used for both MM and MD simulations. The generation of accurate model amorphous structures of four synthetic polymers of industrial application, that is, poly(ethylene oxide) (PECH), poly($\varepsilon$-caprolactone) (PCL), poly(vinylidene fluoride) (PVDF), and atactic poly(propylene) (a-PP), was conducted as follows. For each polymer, the constitutive repeating unit (CRU) was first built and its geometry optimized by energy minimization using the COMPASS force field (FF). The COMPASS FF is an augmented version of the CFF series of force fields (Maple et al., 1988; Maple et al., 1994a,b; Hwang et al., 1994), and is the first ab initio force field that has been parametrized and validated using condensed-phase properties in addition to various ab initio and empirical data for molecules in isolation. The bond terms of the COMPASS FF potential energy function include a quartic polynomial both for bond stretching and angle bending, a three term Fourier expansion for torsions and a Wilson out-of-plane coordinate term. Six crossterms up through 3rd order are present to account for coupling between the intramolecular coordinates. The final two nonbonded terms represent the intermolecular electrostatic energy and the van der Waals interactions, respectively; the latter employs an inverse 9th-power term for the repulsive part rather than the more customary, 12th-power term (see the Appendix for details).

The monomers were modeled to have a total charge equal to zero, and the distribution of the partial charge within each molecule was determined by the charge equilibration method of Rappé and Goddard (1991). Energy was minimized by up to 5000 Newton-Raphson iterations. Following this procedure, the root-mean-square (rms) atomic derivatives in the low-energy regions were smaller than 0.05 kcal/mole Å. Long-range nonbonded interactions were treated by applying suitable cutoff distances, and to avoid the discontinuities caused by direct cutoffs, the cubic-spline switching method was used (Brooks et al., 1985). Van der Waals distance and energy parameters for nonbonded interactions between hetronuclear atoms were obtained by the 6th-power combination rule proposed by Waldman and Hagler (1993).

For the prediction of the polymeric properties, first each CRU was polymerized to a conventional degree of polymerization (DP) equal to 100. Explicit hydrogens were used in all model systems, thus bringing the total number of atoms in each polymeric chain to 600 in the case of PFC, 900 for a-PP, 1,000 for PECH, and 1,800 for PCL, respectively. Six different amorphous structures for each polymeric chain were generated via the rotational isomeric state (RIS) algorithm (Flory, 1974; Mattick and Suter, 1994), at $T = 386$ K, and packed into a cubic simulation box with 3-D periodicity. The initial density for each chain was set equal to the corresponding available literature values, in order to minimize discrepancies in the final density values obtained from MD simulations (Li and Mattick, 1992; Fan et al., 1994). The structures were then relaxed to minimize energy and avoid atom overlaps using the conjugate-gradient method. In each case, the Ewald technique was employed in handling nonbonded interactions and the charge equilibration method was again used to equilibrate the charge distribution.

Such a straightforward molecular mechanics scheme is likely to trap the simulated system in a metastable local high-energy minima. To prevent the system from such entrapments, the relaxed structures were subjected to simulated annealing (five repeated cycles from 386 K to 1,000 K and back) using constant volume/constant temperature (NVT) MD conditions. At the end of each annealing cycle, the structures were again relaxed via FF, using an rms force less than 0.1 kcal/mole Å for the polymer and 0.1 kcal/mole Å$^2$ for the stresses on the periodic boxes as convergence criteria. Both convergence criteria were simultaneously satisfied for the system to be relaxed completely. The simulation box was allowed to vary in size and shape during energy minimization, in order to find the equilibrium density for each structure. A long single chain instead of many shorter chains was selected for simulation in order to avoid the unusual distribution of free volumes due to several chain ends.

From the fully relaxed models of the corresponding polymeric chains, isothermal-isobaric (NPT) MD experiments were run at 373 K (a temperature above the glass transition temperature for all polymers) and from 350 to 50 K at intervals of 50 K; the information at 0 K, needed for the LF EOS parameters estimation, was then collected by extrapolation. The Newton atomic equations of motion were integrated numerically by the Verlet leapfrog algorithm (Verlet, 1967), using an integration step of 1 fs. For the NPT dynamics simulations, the relaxation time $\tau = 0.1$ ps and a cell mass prefactor for the masslike parameter $W$ equal to 1.00 were used. Temperature was controlled via weak coupling to a temperature bath (Berendsen et al., 1984) with coupling constant $\gamma = 0.01$ ps, whereas pressure was kept constant by coupling to a pressure bath (Andersen, 1980), with relaxation time $\tau_p = 0.01$ ps. Since the partial charges assigned by the charge equilibration method are dependent on structure geometry, the partial charges were updated regularly every 100 MD steps during the entire MD runs. Each NPT MD run was started by assigning initial velocity for the atoms according to a Boltzmann distribution at $2 \times 2$. It consisted in an equilibration phase of 50 ps (that is, 50,000 MD steps with time step = 1 fs), during which system equilibration was monitored by
recording the instantaneous values of the total, potential, and kinetic energy and the time evolution of the volume, and in a data-collection phase, which was extended up to 250 ps.

The estimation of the molecular surface area and volumes, required for the determination of the PHSCT EOS parameters $A^*$ and $V^*$, was performed via the Connolly dot algorithm (Connolly, 1983a,b; 1985). Accordingly, a probe sphere of a given radius, representing the solvent molecule, is placed tangent to the atoms of the molecule at thousands of different positions. For each position in which the probe does not experience van der Waals overlap with the atoms of the molecule, points lying on the inward-facing surface of the probe sphere become part of the molecule solvent-accessible surface (SAS). According to this procedure, the molecular surface generated consists of the van der Waals surface of the atoms, which can be touched by a solvent-sized probe sphere [thus called contact surface (CS)], connected by a network of concave and saddle surfaces [globally called reentrant surface (RS)] that smooths over crevices and pits between the atoms of the molecule. The sum of the contact and reentrant surface from the so-called molecular surface (MS); this surface is the boundary of the molecular volume (MV) that the solvent probe is excluded from if it is not to undergo overlap with the molecule atoms which, therefore is also called solvent-excluded volume (SEV). Finally, performing the same procedure by setting the probe-sphere radius equal to zero, the algorithm yields the van der Waals surface (WS).

Recently, the Connolly algorithm has been proved to be not too accurate for the determination of molecular volumes. Indeed, it had been observed that the molecular volumes derived using algorithms based on van der Waals radii are generally 25% lower than the experimentally determined volumes for polypeptides (Rellick and Becktel, 1997). Nevertheless, to the purpose of our procedure, the values of the molecular surface areas and volumes obtained with this technique are reasonable enough and can be used, without resorting to any correction (Fermeglia and Priel, 1998), in the calculation of the related EOS parameters.

**Theory**

The first equation stated in this work is based on the simplified PHSCT EOS (Song and Mason, 1991; Song et al., 1994a,b; 1996), in which the polymer molecule is considered to be constituted by chains of freely jointed tangent hard spheres. The PHSCT EOS has been developed starting from the modified Chiew equation of state for hard-sphere chains as the reference term (Chiew, 1990), a van der Waals-type perturbation term, and the Song-Mason method to relate equation-of-state parameters to the intermolecular potential (Song and Mason, 1991).

The relevant equation in terms of pressure can be expressed as

$$
\frac{P}{RT} = 1 + r^2 b \rho g(d^+) - (r - 1) [g(d^+) - 1] - \frac{r^2 a \rho}{kT},
$$

where $P$ is the pressure, $T$ the absolute temperature, $\rho = N/V$ the number density (with $N$ the number of molecules and $V$ the volume of the system, respectively), $k$ the Boltzmann constant, $d^+$ the hard-sphere diameter, and $g(d^+)$ the pair distribution function of hard spheres at contact. Three parameters appear in Eq. 1, all characterized by a well-defined physical meaning: the number of effective hard spheres per molecule $r$, the intermolecular potential-well depth between a nonbonded pair of segments $a$, and the segmental diameter $b$.

By defining the polymer segment density $\rho$, as

$$
\rho = \frac{r \rho}{kT}
$$

Eq. 1 can be rewritten as

$$
\left( \frac{P}{kT} \right) = 1 + \frac{b \rho g(d^+)}{r} - \left[ 1 - \frac{1}{r} \right] g(d^+) - \frac{a \rho}{kT}. \tag{3}
$$

For polymeric chains, $r \to \infty$ and hence $1 - 1/r \to 1$; accordingly, Eq. 1 can be finally recast as

$$
\left( \frac{P}{kT} \right) = 1 + b \rho g(d^+) - g(d^+) - \frac{a \rho}{kT}. \tag{4}
$$

To obtain an engineering-oriented equation of state, a redefinition of the EOS parameters has been performed (Song and Mason, 1991; Fermeglia et al., 1997, 1998) as follows. The attractive parameter $a$ and the effective hard-sphere diameter $b$ were recast in terms of constants associated with intermolecular potentials and represented by two functions of temperatures:

$$
a(T) = \frac{2\pi}{3} \frac{\sigma^2}{\kappa F_a(kT/\epsilon)} \tag{5}
$$

$$
b(T) = \frac{2\pi}{3} \frac{\sigma^2}{\kappa F_b(kT/\epsilon)} \tag{6}
$$

where $\epsilon$ and $\sigma$ are the pair potential parameters: $\epsilon$ is the depth of the minimum in the pair potential, and $\sigma$ is the separation distance between segment centers at this minimum; $F_a$ and $F_b$ are two universal functions given by empirical equations determined from thermodynamic properties of argon and methane over a large range of temperature and density (Song et al., 1996).

In summary, each pure component was characterized by a set of three-segment-based parameters $- \sigma$, $\epsilon$, and $r- that were combined further to yield three final characteristic molecular parameters reflecting the size, shape, and energetic interactions of the fluids considered as follows. First, a characteristic volume, $V^*$, was defined as

$$
V^* = \frac{\pi}{6} \frac{r}{M} N_A \sigma^3 \tag{7}
$$

where $N_A$ is Avogadro's constant, $M$ is the polymer molecular weight, and $M_0$ is the CRU molecular weight. Second, a characteristic surface area, $A^*$, was given as

$$
A^* = \frac{\pi}{M} \frac{r}{M_0} \sigma^2 N_A \tag{8}
$$
and, finally, a characteristic "cohesive" energy, $E^*$, was introduced as

$$E^* = \frac{\varepsilon}{k} \frac{r}{M_0 R_g},$$  \hspace{1cm} (9)

where $R_g$ is the gas constant.

According to the procedure proposed in this article, the three EOS parameters can be estimated as follows: from the values of molecular areas and volumes of both the polymer and the corresponding CRU, calculated via the corrected Connolly algorithm, the relevant $r$ and $\sigma$ values can be calculated and, hence, $V^*$ and $A^*$ can be obtained by means of Eqs. 7 and 8. The parameter $\varepsilon/k$ is obtained from MD as the ratio of the equilibrium value of the nonbonded contributions of the potential energy and the kinetic energy of the polymer CRU at the given temperature (in our case, $T = 1028$ K); thus, $E^*$ is easily obtained by Eq. 9. Recently, this procedure was successfully applied to quite different systems, such as refrigerants (Fermeglia and Priel, 1998).

The lattice fluid theory can be considered a generalization of the classic lattice theory, where vacancies are allowed. The theory gives rise to a compressible equation of state that accounts for lower critical solution temperature behavior, thus justifying thermally induced phase separations (Sanchez and Lacombe, 1976; Sanchez and Panayiotou, 1994). The equation of state is expressed as follows:

$$\left(\frac{\rho}{\rho^*}\right)^2 + \left(\frac{\rho}{\rho^*}\right) + \left(\frac{T}{T^*}\right) \ln \left[1 - \left(\frac{\rho}{\rho^*}\right)\right] + \left(1 - \frac{1}{r} \right) \left(\frac{P}{P^*}\right) = 0 \hspace{1cm} (10)$$

where $T^*$, $P^*$, and $\rho^*$ are characteristic parameters and $r \to \infty$ for large polymers; specifically, $P^*$ corresponds to the cohesive energy density at 0 K, and $\rho^*$ is related to the specific volume at 0 K. According to our procedure, both $P^*$ and $\rho^*$ values can be calculated via MD by means of the extrapolation maneuver described in the experimental session. The characteristic temperature $T^*$ is finally obtained by inserting $P^*$, $\rho^*$, and a simulated PVT data set in Eq. 10.

Results and Discussion

Six independent structures for each polymer considered in this study were generated according to the procedure just described. The properties reported below are then to be considered as ensemble averaged from the appropriate set of six structures. The equilibration process was followed by monitoring the time evolution of the energies. For all polymers at all temperatures considered, the average total, kinetic, and potential energies have ceased to show a systematic drift and have started to oscillate about steady mean values around 30 ps. Accordingly, simulation runs longer than 250 ps were judged not necessary to enhance data accuracy.

A first check on the degree of relaxation of the generated models can be obtained from an inspection of the values of the internal stress tensors in the simulation boxes. Indeed, the internal stress components $\sigma_{ij}$—defined as the first derivative of the potential energy per unit volume with respect to strain—should be close to zero at equilibrium, and any substantial negative or positive deviations suggest the system to be under compression or tension, respectively. As an example, the average values of the on-diagonal terms $\sigma_{ii}$ of the internal stress tensors (that is, $1/3 \langle \sigma_{ii} \rangle$, in MPa) for all polymers at the end of the equilibrium phase at $T = 373$ K were $0.72 \pm 0.19$ for PECH, $0.04 \pm 0.18$ for PCL, 0.10 $\pm 0.16$ for PVC, and 0.72 $\pm 0.24$ for $a$-PP, respectively. The corresponding average deviatoric part is also small, being equal to 0.18 $\pm 0.12$ for PECH, 0.054 $\pm 0.044$ for PCL, 0.060 $\pm 0.057$ for PVC, and 0.23 $\pm 0.11$ for $a$-PP, respectively. The very low values of the $\sigma_{ij}$ seem to suggest that the final average polymer structures are well relaxed. Analogous results are obtained at all other temperatures considered.

All simulated structures were in an amorphous state, as confirmed by inspection of the corresponding radial distribution functions (RDF). At long distances ($> 5$ Å), the RDF for all polymers approach unity, indicating that no long-range structure exists, as one would expect from a purely amorphous system.

**PHSCT EOS results**

According to our procedure, the determination of the two PHSCT EOS parameters $V^*$ and $A^*$ is straightforward. Table 1 shows the ensemble averaged values of the molecular surface areas and volumes for all the polymers and the relevant CRUs, whereas Table 2 reports the corresponding calculated values of the PHSCT EOS parameters.

The $a$ priori calculated parameters reported in Table 2 were then inserted in the PHSCT EOS expression and the corresponding thermodynamical properties of the polymers considered have been predicted and compared with the relevant experimental data (Rodgers, 1993). Table 3 reports the results of this comparison in terms of rms deviation (RMSD).

### Table 1. Ensemble Averaged Molecular Surface Areas and Volumes for the Four CRUs and Corresponding Polymers

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$A_{CRU} (Å^2)$</th>
<th>$V_{CRU} (Å^3)$</th>
<th>$A^* (Å^2)$</th>
<th>$V^* (Å^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$-PP</td>
<td>90.7 $±$ 0.2</td>
<td>61.0 $±$ 0.2</td>
<td>6.406 $±$ 15</td>
<td>9.396 $±$ 21</td>
</tr>
<tr>
<td>PVC</td>
<td>84.9 $±$ 0.2</td>
<td>57.9 $±$ 0.2</td>
<td>5.815 $±$ 12</td>
<td>4.793 $±$ 14</td>
</tr>
<tr>
<td>PECH</td>
<td>106 $±$ 0.3</td>
<td>76.2 $±$ 0.3</td>
<td>9.352 $±$ 22</td>
<td>7.404 $±$ 39</td>
</tr>
<tr>
<td>PCL</td>
<td>170 $±$ 0.4</td>
<td>124 $±$ 0.6</td>
<td>10.112 $±$ 34</td>
<td>9.687 $±$ 54</td>
</tr>
</tbody>
</table>

### Table 2. Calculated PHSCT EOS Parameters for the Four Polymers

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$A^*$ ($10^{-2}$ cm$^2$/mol)</th>
<th>$V^*$ (cm$^2$/mol)</th>
<th>$E^<em>$ (bar</em>cm$^3$/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$-PP</td>
<td>5.45</td>
<td>40.2</td>
<td>52.67</td>
</tr>
<tr>
<td>PVC</td>
<td>5.59</td>
<td>32.95</td>
<td>62.35</td>
</tr>
<tr>
<td>PECH</td>
<td>6.34</td>
<td>62.32</td>
<td>60.43</td>
</tr>
<tr>
<td>PCL</td>
<td>10.2</td>
<td>166.2</td>
<td>80.25</td>
</tr>
</tbody>
</table>
Table 3. Experimental Density Data vs. PHSCF EOS Predictions Using the Parameter Values in Table 2

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$P$ Range (MPa)</th>
<th>$T$ Range (K)</th>
<th>RMSD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-PP</td>
<td>0–196</td>
<td>446.66–571.63</td>
<td>2.5</td>
</tr>
<tr>
<td>PVC</td>
<td>0–200</td>
<td>373.35–423.15</td>
<td>1.1</td>
</tr>
<tr>
<td>PECH</td>
<td>0–200</td>
<td>333.15–412.15</td>
<td>2.5</td>
</tr>
<tr>
<td>PCL</td>
<td>0–200</td>
<td>373.75–421.55</td>
<td>1.7</td>
</tr>
</tbody>
</table>

defined as:

$$
\text{RMSD} = 100 \sum \frac{\left( M_i^{exp} - M_i^{calc} \right)^2}{N(\langle M_i^{exp} \rangle)^2},
$$  \hspace{1cm} (11)

where $M_i^{exp}$ is the experimental value of a generic property $M$, $M_i^{calc}$ is the corresponding calculated value, and $N$ is the total number of data points, whereas two graphical examples are given by Figure 1a and 1b for a-PP and PVC, respectively (only some selected data sets are reported in each Figure part for the sake of clarity). In terms of RMSD, the quality of the results shown in Table 3 and in the pertinent figures is rather good. Nevertheless, the predicted values show, in all cases, a definite trend in the temperature dependence of the thermophysical properties. A cause for this trend can be reasonably ascribed to the oversimplification of the perturbation term in Eq. 4 that includes, with a certain degree of empiricism, both the van der Waals and the electrostatic interactions. This approximation could be accounted for by including a temperature dependence of the EOS parameters or by explicitly adding a term to the EOS expression. Yet, since the purpose of our article is to present and test a new procedure for the generation of EOS parameters rather than validating or proposing a new thermodynamic model, we can consider the global prediction results listed in Table 3 more than satisfactory.

**LF EOS**

Table 4 reports the ensemble averaged energies of the equilibrated amorphous polymeric structures, the averaged PVT data at all simulated temperatures, and the corresponding values extrapolated to 0 K. The small deviations in the energy components and their sum for all polymers are again an indication of the good structure equilibration. The kinetic energy value extrapolated at 0 K is practically 0, which is quite sensible since any thermal motion vanishes at 0 K. Accordingly, under these conditions, $E_{pot} = E_{pot}^o$.

As briefly mentioned in the theory section, the LF EOS parameter $P^*$ directly corresponds to the cohesive energy density at 0 K, $e_{coh}^o$. In general, $e_{coh}$ is defined as the ratio of the cohesive energy $E_{coh}$ and the molar volume $V$ at a given temperature; $E_{coh}$, in turn, is defined as the increase in internal energy per mole of substance if all intermolecular forces are eliminated. In our simulated systems, each chain is surrounded by other chains that are simply displaced images of the chain itself. The cohesive energy is the energy of interactions between these images. Accordingly, the values of $E_{coh}$ at different temperatures can be obtained from simulation by calculating the difference between the nonbonded energy of the periodic structure $E_{nb}^{periodic}$ and the corresponding value for an isolated parent chain in vacuum $E_{nb}^{isolated}$.

$$
E_{coh} = E_{nb}^{isolated} - E_{nb}^{periodic}.
$$  \hspace{1cm} (12)

Finally, the value of $E_{coh}$ at 0 K can be gained by extrapolation.

To this end, six parent chains for each polymer were generated and their energy minimized according to the procedure described in the simulation details section. The simulated annealing method was again applied to these systems as described earlier, to provide thermal energies to cross energy barriers between conformational local minima. Finally, NVT MD simulations were performed on the single chains (again the six best relaxed chains for each polymer) in vacuum at the same temperature conditions applied for the simulations.

![Figure 1a](image1a.png) Experimental (symbols) PVT behavior of a-PP vs. corresponding predictions (lines) obtained with the PHSCF EOS using the parameter values in Table 2.

$\Delta$, $P = 0$ bar; $\bullet$, $P = 490$ bar; $\ast$, $P = 1,960$ bar

![Figure 1b](image1b.png) Experimental (symbols) PVT behavior of PVC vs. corresponding predictions (lines) obtained with the PHSCF EOS using the parameter values in Table 2.

$\Delta$, $P = 0$ bar; $\bullet$, $P = 800$ bar; $\ast$, $P = 1,700$ bar.
of the relevant periodic systems. For example, Table 5 reports the comparison between the energy components of PECH and its parent chain at 386 K. As expected, the valence contribution to \( E_{\text{val}} \) is nearly the same for both chains, and the major difference is indeed given by the nonbonded term \( E_{\text{nonb}} = E_{\text{vdw}} + E_{\text{coul}} \). As a matter of fact, it can be easily understood that the reduction in the total energy for the chain in bulk rises solely due to the intermolecular nonbonded attractive interactions between the atoms from neighboring chains.

A further check on data accuracy can be performed at this point. Since the Hildebrand solubility parameter \( \delta \) (Hildebrand and Scott, 1949) is simply defined as the square root of \( E_{\text{con}} \), we calculated the values of \( \delta \) at 298 K and compared them with the available data in the literature (van

---

**Table 4. Ensemble Averaged Energies, Simulated PVT Data and Corresponding Values Extrapolated to 0 K**

<table>
<thead>
<tr>
<th>( T ) (K)</th>
<th>( E_{\text{Tot}} ) (kcal/mol)</th>
<th>( E_{\text{pol}} ) (kcal/mol)</th>
<th>( E_{\text{vb}} ) (kcal/mol)</th>
<th>( E_{\text{val}} ) (kcal/mol)</th>
<th>( E_{\text{Tot}} ) (kcal/mol)</th>
<th>( E_{\text{pol}} ) (kcal/mol)</th>
<th>( E_{\text{vb}} ) (kcal/mol)</th>
<th>( E_{\text{val}} ) (kcal/mol)</th>
<th>( P ) (MPa)</th>
<th>( d ) (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>386</td>
<td>465.8 ± 7.61</td>
<td>-686.4 ± 23.3</td>
<td>1,152 ± 21.7</td>
<td>-1,250 ± 19.3</td>
<td>783.9 ± 29.6</td>
<td>-220.2 ± 4.9</td>
<td>4.4</td>
<td>1.297 ± 0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>353</td>
<td>285.7 ± 4.35</td>
<td>-768.9 ± 16.7</td>
<td>1,055 ± 15.2</td>
<td>-1,299 ± 13.6</td>
<td>697.7 ± 18.5</td>
<td>-207.6 ± 8.3</td>
<td>4.1</td>
<td>1.320 ± 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>296</td>
<td>-28.6 ± 7.22</td>
<td>-1,130 ± 14.1</td>
<td>884 ± 10.3</td>
<td>-1,274 ± 15.4</td>
<td>547.3 ± 11.4</td>
<td>-186.3 ± 3.8</td>
<td>4.4</td>
<td>1.341 ± 0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>257</td>
<td>-244.7 ± 8.15</td>
<td>-1,102 ± 18.2</td>
<td>767.3 ± 8.4</td>
<td>-1,284 ± 18.9</td>
<td>443.9 ± 7.0</td>
<td>-171.9 ± 6.3</td>
<td>2.5</td>
<td>1.355 ± 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>210</td>
<td>-503.0 ± 3.66</td>
<td>-1,130 ± 16.2</td>
<td>627.3 ± 9.1</td>
<td>-1,299 ± 19.2</td>
<td>320.1 ± 8.3</td>
<td>-154.1 ± 3.8</td>
<td>4.3</td>
<td>1.378 ± 0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>151</td>
<td>-828.5 ± 4.89</td>
<td>-1,280 ± 14.9</td>
<td>451 ± 5.6</td>
<td>-1,311 ± 16.6</td>
<td>164.5 ± 7.8</td>
<td>-133.5 ± 4.1</td>
<td>4.2</td>
<td>1.396 ± 0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>-1,109 ± 3.11</td>
<td>-1,488 ± 17.6</td>
<td>299 ± 2.9</td>
<td>-1,324 ± 11.4</td>
<td>30.3 ± 4.3</td>
<td>-114.4 ± 3.1</td>
<td>3.2</td>
<td>1.411 ± 0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>-1,378 ± 4.62</td>
<td>-1,531 ± 12.4</td>
<td>153 ± 2.0</td>
<td>-1,337 ± 16.3</td>
<td>-98.5 ± 5.2</td>
<td>-95.0 ± 4.5</td>
<td>1.3</td>
<td>1.426 ± 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-1,661 ± 4.62</td>
<td>-1,661 ± 0.00</td>
<td>0.00</td>
<td>-1,250 ± 19.3</td>
<td>-233.9 ± 0.00</td>
<td>-77.10 ± 0.00</td>
<td>1.441</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5. Energy Components of PECH vs. Its Parent Chain at 386 K**

<table>
<thead>
<tr>
<th>Energy (kcal/mol)</th>
<th>PECH</th>
<th>PECH Parent Chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{\text{el}} )</td>
<td>465.8 ± 7.61</td>
<td>1,069 ± 10.4</td>
</tr>
<tr>
<td>( E_{\text{ex}} )</td>
<td>-686.4 ± 23.3</td>
<td>-79.79 ± 5.85</td>
</tr>
<tr>
<td>( E_{\text{el}} )</td>
<td>1,152 ± 21.7</td>
<td>1,148 ± 20.9</td>
</tr>
<tr>
<td>( E_{\text{ex}} )</td>
<td>-1,250 ± 19.3</td>
<td>-627.3 ± 15.0</td>
</tr>
<tr>
<td>( E_{\text{el}} )</td>
<td>-290.6 ± 16.0</td>
<td>-49.20 ± 4.02</td>
</tr>
<tr>
<td>( E_{\text{ex}} )</td>
<td>-599.5 ± 12.8</td>
<td>-579.1 ± 9.47</td>
</tr>
<tr>
<td>( E_{\text{el}} )</td>
<td>783.9 ± 29.6</td>
<td>744.9 ± 29.2</td>
</tr>
<tr>
<td>( E_{\text{ex}} )</td>
<td>442.8 ± 18.3</td>
<td>-441.0 ± 17.8</td>
</tr>
<tr>
<td>( E_{\text{el}} )</td>
<td>885.3 ± 25.1</td>
<td>890.1 ± 25.8</td>
</tr>
<tr>
<td>( E_{\text{ex}} )</td>
<td>-544.2 ± 9.58</td>
<td>-556.2 ± 7.86</td>
</tr>
<tr>
<td>( E_{\text{el}} )</td>
<td>-219.9 ± 11.3</td>
<td>-197.4 ± 10.2</td>
</tr>
</tbody>
</table>

**Table 6. Experimental Solubility Parameters vs. Values Obtained by MD Simulations for All Polymers at 298 K**

<table>
<thead>
<tr>
<th>Polymer</th>
<th>( \delta_{\text{exp}} ) (J/cm³)(^{1/2} )</th>
<th>( \delta_{\text{MD}} ) (J/cm³)(^{1/2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PECH</td>
<td>19.9</td>
<td>19.2</td>
</tr>
<tr>
<td>PCL</td>
<td>20.2</td>
<td>-</td>
</tr>
<tr>
<td>PVC</td>
<td>19.6</td>
<td>19.2–22.1</td>
</tr>
<tr>
<td>a-PP</td>
<td>16.8</td>
<td>16.8–18.8</td>
</tr>
</tbody>
</table>
Table 7. Calculated LF EOS Parameters for the Four Polymers

<table>
<thead>
<tr>
<th>Polymer</th>
<th>( P^* ) (MPa)</th>
<th>( \rho^* ) (g/cm(^3))</th>
<th>( T^* ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PECH</td>
<td>446.2</td>
<td>1.441</td>
<td>662</td>
</tr>
<tr>
<td>PCL</td>
<td>476.0</td>
<td>1.168</td>
<td>613</td>
</tr>
<tr>
<td>PVC</td>
<td>463</td>
<td>1.471</td>
<td>711</td>
</tr>
<tr>
<td>( \sigma )-PP</td>
<td>332.0</td>
<td>0.9337</td>
<td>578</td>
</tr>
</tbody>
</table>

Krevelen, 1990). Table 6 shows that the agreement between the theoretical prediction and experiment is excellent.

Accordingly, in Table 7 we report the values of the three LF EOS parameters for all polymers. For each macromolecule, \( P^* \) is equal to \( e_{v}^0 \) obtained by extrapolation as explained earlier, \( \rho^* \) is the polymer density value at 0 K (see Table 4), and \( T^* \) is obtained by inserting the corresponding \( P^* \), \( \rho^* \), and the simulated \( P \) and \( \rho \) values at the highest simulated temperatures (see Table 4) in Eq. 10.

The PVT data for all polymers were then predicted with Eq. 10 using the appropriate parameter sets listed in Table 7. Figures 2a and 2b are two selected examples of the comparison between the predicted and the corresponding available experimental values (Rodgers, 1993). It may be seen that the agreement between the relevant data sets is more than satisfactory in all cases. To quantify the quality of our PVT predictions, in this case we calculated the percent relative average deviations (%RAD), defined as

\[
\text{%RAD} = 100 \times \frac{1}{N} \sum_{i=1}^{N} \frac{|M_{\text{exp}}^i - M_{\text{calc}}^i|}{M_{\text{calc}}^i}. \tag{13}
\]

where again \( N \) is the number of data points, \( M_{\text{exp}}^i \) is the experimental value, and \( M_{\text{calc}}^i \) is the corresponding calculated value. The values of %RAD averaged over the entire \( P/T \) range for each polymer are shown in Table 8, where we also report the %RAD obtained by using Eq. 10 with two other parameter sets that are available in the literature (Rodgers, 1993; Sanchez and Panayiotou, 1994). From an inspection of this table, we can not only conclude that the proposed procedure is indeed useful for the determination of the LF EOS parameters but also that the PVT data prediction quality thus obtained is comparable, if not superior, to that obtainable with the current literature parameter values.

Conclusions

This article reports the results obtained with two new procedures for estimating EOS parameters from computer simulations. The problem of estimating reasonable parameters for EOS is a topical issue in the analysis and synthesis of chemical processes and in the use of process simulators. In this last case, for instance, chemical engineers need to input EOS parameters for small molecules that have not yet been synthesized, or for long-chain polymers for which experimental data cannot be easily obtained (due to peculiar process or experimental conditions). Furthermore, in the calculation of rate-controlled processes, it is sometimes necessary to estimate the equilibrium condition with a high degree of accuracy, and again experimental data in such conditions may not be available.

The new, original methods proposed in this work give good results, are relatively inexpensive, absolutely general, and can

Figure 2b. Experimental (symbols) PVT behavior of PCL vs. corresponding predictions (lines) obtained with the LF EOS using the parameter values in Table 7.

Figure 2a. Experimental (symbols) PVT behavior of PECH vs. corresponding predictions (lines) obtained with the LF EOS using the parameter values in Table 7.

\[*, T = 333.15 \text{ K}; \quad \bullet, T = 353.15 \text{ K}; \quad \Delta, T = 373.15 \text{ K}; \quad \blacksquare, T = 393.15 \text{ K}; \quad \blacklozenge, T = 413.15 \text{ K}.\]

Table 8. RAD: Experimental Density Data vs. LF EOS Predictions Using the Parameter Values in Table 7

<table>
<thead>
<tr>
<th>Polymer</th>
<th>( P ) Range (MPa)</th>
<th>( T ) Range (°C)</th>
<th>RAD (Rodgers, 1993) (%)</th>
<th>RAD (Sanchez and Panayiotou, 1994) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PECH</td>
<td>0–100</td>
<td>60.0–140.0</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>PCL</td>
<td>0–100</td>
<td>100.0–148.2</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>PVC</td>
<td>0–100</td>
<td>100.2–150.0</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>( \sigma )-PP</td>
<td>0–100</td>
<td>80.0–120.0</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>
be applied in principle to any EOS, provided the parameters have a well-defined physical meaning. The tuning of one EOS parameter to a generated datum accounts for the degree of empiricism introduced at a certain stage in the development of any EOS. Further work is in progress to extend the method to other EOSs and to enlarge the database test substances.
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Notation

\[ A_{\text{CM}} = \text{monomer molecular surface area} \]
\[ A_d = \text{polymer molecular surface area} \]
\[ d = \text{density} \]
\[ E_{\text{elc}} = \text{electrostatic energy of a system} \]
\[ E_{\text{ex}} = \text{cross-term energy of a system} \]
\[ E_{\text{kin}} = \text{kinetic energy of a system} \]
\[ E_{\text{pot}} = \text{potential energy of a system} \]
\[ E_{\text{tot}} = \text{total energy of a system} \]
\[ E_{\text{val}} = \text{valence energy of a system} \]
\[ E_{\text{int}} = \text{Lennard-Jones interaction energy of a system} \]
\[ g(r) = \text{radial distribution function} \]
\[ V_{\text{CM}} = \text{monomer molecular volume} \]
\[ V_p = \text{polymer molecular volume} \]
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Appendix

The total potential energy \( E_{\text{pot}} \) of the COMPASS force field is expressed as a combination of valence terms, including diagonal and off-diagonal cross-coupling terms, and non-bonded interaction terms. The analytical form of \( E_{\text{pot}} \) can
then be written as:

\[
E_{\text{pot}} = \sum_b \left[ K_2(b - b_0)^2 + K_3(b - b_0)^3 + K_4(b - b_0)^4 \right] \\
+ \sum_{b'} \left[ H_2(\theta - \theta_0)^2 + H_3(\theta - \theta_0)^3 + H_4(\theta - \theta_0)^4 \right] \\
+ \sum_{\phi} \left[ V_1[1 - \cos(\phi - \phi_0)] + V_2[1 - \cos(2\phi - 2\phi_0)] \\
+ V_3[1 - \cos(3\phi - 3\phi_0)] \right] \\
+ \sum_{\theta} K_x \chi^2 \left[ \sum_{b} \sum_{b'} F_{b'b}(b - b_0)(b' - b'_0) \\
+ \sum_{\theta'} F_{\theta \theta'}(\theta - \theta_0)(\theta' - \theta'_0) + \sum_{\phi} F_{\phi \phi}(b - b_0)(\theta - \theta_0) \right] \\
+ \sum_{b} \sum_{\phi} (b - b_0)(V_1 \cos \phi + V_2 \cos 2\phi + V_3 \cos 3\phi) \\
+ \sum_{b'} \sum_{\phi} (b' - b'_0)(V_1 \cos \phi + V_2 \cos 2\phi + V_3 \cos 3\phi) \\
+ \sum_{\theta} \sum_{\theta'} (\theta - \theta_0)(V_1 \cos \phi + V_2 \cos 2\phi + V_3 \cos 3\phi) \\
+ \sum_{\phi} \sum_{\phi'} K_{\phi \phi'} \cos \phi(\theta - \theta_0)(\theta' - \theta'_0) \\
+ \sum_{l > j} \frac{q_l q_j}{r_{ij}} + \sum_{l > j} E_{ij} \left[ 2 \left( \frac{r_0}{r_{ij}} \right)^9 - 3 \left( \frac{r_0}{r_{ij}} \right)^6 \right].
\]
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